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ABSTRACT In order to start a descriptive study on (a) the cross-
language and (b) the same non-native language effects

In this paper, we investigate two facets of speaker recog- on spa ke recogniti onp f an e we c ar e ou ts

nition : cross-language speaker identification and same- tn speaker idetiiction perientsone

language non-native text-independent spea-ker identifica- set- ofe57 speaker extrate om the o m

tion. In this context, experiments have been conducted, language database. Our system is based on the standard

using standard multi-gaussian mo-deling, on the brand g u g tec nq e, whc ha s al ed b n sces sfully
new ult-laguag TN copus.Ourreslts ndiate GMM technique, which has already been successfully

new multi-language TNO corpus. Our results indicate used by the past for TI speaker recognition [3] [2] [4].

how speaker identification performance might be affected I eto epeeti ealteTOcru n

when speakers do not use the same language during the ou iection syse The sa de ntfcatione
traiingand estngor wen he ppultio is ompsed our identification system. The speaker identification ex-

training and testing, or when the population is composed periments are described in section 3, which is subdivided

ope into three items : (a) native speaker identification, acting
as reference experiment; (b) cross-language speaker iden-

1. INTRODUCTION AND MOTIVATION tification; (c) non-native same-language speaker identifi-
cation. Results are then discussed and, in particular, cross-

Speaker recognition systems working in text independent language spea-ker identification results are compared to
(TI) mode have been characterized by their flexibility but performance recently obtained on the POLYCOST tele-
also by their insecure aspect. Indeed, the non-imposing of phone speech corpus [5] [1].
words or sentences can lead to the breaking of the system
if the voice of an authorized person is pre-recorded. 2. EXPERIMENTAL SETUP

However, text-independent speaker identification sys-

tems are involved in many applications. That is the rea- 2.1. Database
son why many efforts have been developed in order to im-

prove text-independent speaker recognition methods. For Speech material for our experiments was taken from the

the last decade, the technology in this field has achieved new Dutch TNO corpus. This database consists in 82

significant progress. Now, these techniques can be used Dutch speakers. All of them were prompted to pronounce

in real conditions, for that the application field be well de- 10 sentences in four different languages : Dutch, English,
fined. French, and German. All the sentences were read from

Nowadays, more and more users of such systems are a computer screen in a anechoic silent recording room.

polyglot. So, if we do not have a priori know-ledge of Given one language, the first five sentences are common

the mother tongue of the talker - or at least the tongue he for all speakers, while the others differ from one speaker

used during the training - and if we can not apply any lan- to another.

guage identification system, then it is possible to perform We decided to accomplish the identification tests over

speaker identification in a language different from the one all the speakers for whom speech data in the four tongues

used during training. Let us note that no restriction about are available. So we conducted our experiments on a sub-

the tongue would still increase the flexibility of the sys- set of 57 speakers (68 % males and 32 % females).

tem. However, the system may still impose one specific The first 5 utterances (per language identical for all
tongue. Since, it should be open to all users, we can eas- speakers) were used for the training, while the other 5
ily imagine that any given language might differ from the sentences (per language and per speaker unique) were re-
native language of some of the users, served to the identification tests.



116

In our experiments, we have systematically considered
four different training durations (10 s, 15 s, 20 s, and 25 3.5

s) and five different testing durations (5 s, 10 s, 15 s, 20 s, 3

and 25 s).25

2.

2.2. Feature Extraction
15~~2 s, 0 traIinng

Speech recordings were sampled at 16 kHz. Analysis win-
dows consisted of 512 samples taken every 16 ms. After 0.5

pre-emphasis (factor 0.95) and application of a Hamming
window, 10 autocorrelation LPC coefficient were com- 5 10 is 20 25
puted and transformed into 12 cepstral coefficients. Fi- Test ,1,1, length (s,

nally, training and testing features consist only of 12 cep-
stral coefficients : neither the energy, nor dynamic infor- Figure 1: Identification error rates over 57 native speak-
mation (delta coefficients), nor the pitch were used. No ers of Dutch as a function of test trial length for various
cepstral mean subtraction was applied, training conditions

2.3. Speaker Model Results for different training and testing durations are

Our speaker identification system is based on the statis- reported in Figure 2, Figure 3 and Figure 4 below.

tical modeling by Gaussian mixtures [3] [2] [4]. Each
mixture is composed of 12 Gaussian distributions, with
diagonal covariances matrices.

12

3. EXPERIMENTS 10

3.1. Native speaker Identification • traiing

-- 20$ t.!HnigFirst of all, let us carry out a preliminary experiment, con-

sidering both training and test phases in the mother tongue
of the speakers. This might be seen, in the context of this
paper, as the reference experiment. 0

Let us remind once again that for these experiments 5 10 15 20 25

and all the experiments that will follow, we shall system- Test tial length (s)

atically choose the five sentences per language identical
for the training, and the other five per language and per Fiue 2: language speaker ati nerspeaer niqu fo theidetifiatin tets.rates (Dutch /English) over 57 Dutch speakers as a func-

Tpeakeruniqueforhe identification e a tes tus. ttion of test trial length for various training conditions.The identification error rates for various training and

testing durations are given hereafter in Figure 1.

For values of training and testing durations large enough,
We can notice at this point that the closed set speaker iden- we are still able, in the case Dutch/English, to reach the
tification rate reaches 100 % for a 20 second testing dura- maximal performance.
tion and more, whatever the training duration considered. On the contrary, we are unable to reach a 100 % identifi-

cation rate in the case Dutch/French, given our proposed
3.2. Cross-language speaker identification training and testing conditions.

It would now be interesting to measure the impact of lan-
guage on our speaker recognition system.

For that purpose, we conduct an experiment character- When German is used for the test, error rates seem to con-
ized by the use of different languages during the training verge to about 2 %.
and the test : models are trained on native speech (i.e. Similar experiments have been recently conducted on
Dutch), while identification tests are made successsively a telephone speech database [1]. In this context, cross-
on non-native speech (successively English, French, and language speaker identification tests on a set of 111 speak-
German). ers showed that the performance degradation induced by



117

(2.3 %) even though the population size is more restricted.

25 However, we must be aware that, first, the maximal train-
2 ing duration is here of 25 seconds, whereas each training

session lasted about 90 seconds in the previous work. Sec-

15 - -,- - ID :___r.ondly, our identification system is now based on statistical
5 M1. ,nng modeling by Gaussian mixtures. These two points make

S40 2it difficult to compare in the absolute results from these

experiments.
5-

0 13.3. Non-native speaker identification
5 10 15 20 25

Testtrial (9) Let us finally consider a last set of experiments conducted

on non-native talkers. We conducted three sets of ex-

Figure 3: Cross-language speaker identification error periments characterized by the use of same non-native

rates (Dutch / French) over 57 Dutch speakers as afiunc- language during the training and the test : models were

tion of test trial length for various training conditions. trained and identification tests were made on non-native
speech (successively English, French, and German).

Once again, we report separately results on English,
is French, and German speech in Figure 5, Figure 6, and
16 *Figure 7, for different training and testing durations.

-0-25stralring 4

3.5
4

3
2

0 102.5 - s n:

5 10 15 20 25 12 - 5-I- 1 tIrann

Figure 4: Cross-language speaker identification error 0.:
rates (Dutch / German) over 57 Dutch speakers as afunc-

tion of test trial length for various training conditions. 5 10 15 leg25TIIt rial length (n)

the use of a non-native tongue for the test did not exceed1% (relatively to the use of the native tongue for the Figure 5: Identification error rate over 57 non-native
test) in the case of a speaker identification system based speakers of English as a function of test trial length for

various training conditions.
on a vector quantization technique. We justified this very
restricted difference by the fact that spectral characteris- When English is chosen as non-native language, we see

tics of the speaker speech is not importantly modified as that there is no big difference between these plots and
he speaks a second language. This corroborated another the reference plots. Surprisingly enough, the system per-
study which has shown that people who learn a second forms sometimes better when this non-native language is
language at an advanced age (> 10 years old), instead of employed.
learning new phonemes, substitute phonemes from their
native language and impose the rythm of this native lan-
guage as they speak a non-native language [8]. Let us
also mention that this conclusion was consolidated by an
experiment described in [6] and which showed that the We may reiterate the same observation if German is used.
spectrum difference, measured by Kullback's divergence, However, our system performs slightly worse if French is
on English and Japanese words pronounced by bilingual employed.
speakers was very small. Globally, as expected, we observe through these ex-

Here, in the case of maximal training and testing du- periments that even if non-native speakers use the pho-
rations, we observe that the degradation easily exceeds 1 netic and prosodic patterns of their first language, the
% in the cases Dutch-French (4.8 %) and Dutch-German identification scores are not really affected.
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(what we considered as being the baseline experiments)
where both training of the speakers models and the iden-

12 •tification tests were made on their mother tongue (i.e.
12 Dutch). Then, regarding to our baseline results, we have

IQ measured the evolution of our speaker identification sys-101,r~nn

i1 15, t tem performance when (a) different languages are used
-2 during the training and the tests; (b) a same non-native

4 language is used both for the speakers models training and

2 the identification tests. Three non-native languages were
tested : English, French, and German.

5 10 15 20 25 We also pointed out and partly justified the discor-
Tettri .ength ,) dance between the conclusions about the effect on the lan-

guage if the performance degradation is measured on the
Figure 6: Identification error rate over 57 non-native microphone TNO corpus or on the telephone POLYCOST
speakers of French as a function of test trial length for database.
various training conditions.
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